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1. Introduction

Cancer is one of the most prevalent diseases in terms of the costs associated with medical care. According to the most
recent projections, around 10 million people will lose their lives to cancer by the year 2020 [1]. The most common
types of cancer to be diagnosed are lung cancer, breast cancer in women, and prostate cancer in men. Malignancies of
the lung, liver, and stomach account for the majority of fatalities attributable to cancer [2]. The risk of developing skin
cancer, including malignant melanoma as well as non-melanoma skin cancers, is significantly higher among Caucasians
(NMSC). In the United States of America, more people are diagnosed with skin cancer each year than any other type of
cancer [3].

Melanoma is the most aggressive and potentially fatal form of skin cancer, as in figure 1. If detected at an early enough
stage, surgical treatment may be an option for a cure. Survival rates are significantly reduced whenever metastasis is
evident. Melanoma can only be diagnosed once a patient has undergone a clinical exam and had a lesion biopsied, both
of which must reveal certain specific features [4]. Non-Hodgkin lymphomas can take several forms, including
squamous cell carcinoma and basal cell carcinoma, for instance. The prognosis and outcome of skin cancer patients are
significantly improved when preventative care and early detection are provided [5]. Visual inspection alone might not
be sufficient to differentiate between benign and malignant tumours. The procedure that is regarded as the gold standard
is known as histopathology analysis of a skin sample [6]. When performing a skin biopsy, the process is invasive and
uncomfortable. In addition, many samples may need to be taken in cases where the lesions have varying outward
manifestations. The diagnosis of disease can also benefit from the application of diagnostic models that do not involve
the use of intrusive procedures [7,8]. Because of knowledge gaps, high costs, and limited availability, it will be
challenging to see widespread adoption of these technologies in the near future. Numerous scientific and technological
advancements have made it possible to develop a number of imaging techniques that do not involve the use of invasive
procedures in order to identify melanoma. Discussion is currently taking place over potential approaches to the
detection of melanoma and other forms of skin cancer [9]
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Figure 1. Overview of skin cancer detection using machine learning.

If they are detected at an earlier stage, malignant skin conditions can be efficiently treated and will have better results.
Due to the scarcity of cancer specialists, there is an urgent need for automated models that are capable of providing
accurate diagnoses of the disease [10]. This will not only help save lives but will also alleviate patient concerns
regarding their health and their ability to pay for treatment [11]. Melanoma is the most lethal form of skin cancer, yet it
can be difficult to tell it apart from less serious benign skin lesions due to the way it looks. When skin cancer is caught
in its earlier stages, both the morbidity and fatality rates associated with the illness can be significantly reduced. AI-
based systems make it easier to find skin lesions [12], which is a benefit in addition to reducing the amount of work that
needs to be done.

Artificial intelligence (AI), a subfield of computer science that integrates a number of technologies to make robots and
programmes resemble human intellect, is one of the driving forces behind the fourth industrial revolution [13,14]. An
approach to artificial intelligence known as machine learning (ML) is predicated on statistical models and algorithms
that may learn from data to predict the properties of incoming samples and carry out a desired task as it evolves. This
model was given its name because it uses machine learning [15]. As a consequence of this, complex algorithms are
utilised in order to carry out tasks that cannot be completed by humans. The convolutional neural network (CNN), a
type of machine learning that replicates the processing of biological neurons, is the most advanced network currently
available for pattern recognition in medical image analysis. This network is known as the state-of-the-art. As a result,
AI is poised to revolutionise the healthcare industry as a result of the benefits it possesses over more conventional ways
of analysis [16]. The use of artificial intelligence in several aspects of healthcare, such as diagnosis and treatment, as
well as administrative support and the acceleration of the discovery of new pharmaceuticals, is gaining popularity.
Investigating whether or not it has an adjuvant influence on clinical decision-making is another thing that should be
done [17].

An AI revolution is on the horizon for the medical speciality of dermatology, which places a significant amount of
reliance on the human eye [18]. The scientific knowledge of the mechanics underpinning mind and intelligent behaviour
and its implementation in machines, as defined by the Association for the Advancement of Artificial Intelligence. Using
computer technologies, for instance, AI can identify the type of flower or recognise a person speech, both of which
would ordinarily require the intellect of a human [19]. The internet, robotics, and machine learning are just some of the
tools that artificial intelligence uses to simulate the activities of the brain. Because of its limitless processing and storage
capacity. Well-known applications of AI that are currently being used by members of the general public. Because the
diagnosis of skin diseases is mostly dependent on visual perception, computer vision algorithms might be able to
recognise skin lesions based on the morphology of the lesions themselves [20]. Several of the primary search terms that
were utilised were variations on the phrases artificial intelligence AND skin cancer, machine learning AND skin cancer,
and deep learning AND skin cancer. In the qualitative analysis, we also incorporated the pertinent references from the
publications that were screened. Important website databases were also combed through for data on AI resource
databases and skin cancer information [21].

2. Related Works

According to the technology-oriented perspective, there are three types of artificial intelligence: artificial restricted
intelligence, artificial broad intelligence, and artificial super intelligence. Narrow AI is intelligent when applied to a
specific problem. The most prevalent kind of artificial intelligence is called narrow. A universal artificial intelligence is
capable of carrying out any intellectual endeavour [22]. An AI has the capacity to exceed and even surpass any human
being with cognitive aptitude. Systems employing AI, such as Apple Siri, are currently the only ones that can be taught
to perform a particular activity. An example of artificial intelligence known as a reactive machine is one that does not
remember its prior activities in order to carry out new ones at a later time. They respond in a manner that is appropriate
to the circumstances at hand and do it in the most efficient manner possible [23]. Deep Blue, developed by IBM, and
AlphaGo, developed by Google, are two instances of such programmes. Data and memories can be stored for a limited
period of time on autonomous devices with limited memory, such as self-driving cars [24]. These devices, however,
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have only a limited capacity for data storage. The capacity of an individual to participate in social interaction and to
articulate their sentiments is an essential component of one philosophy of mind. It has not yet been possible to build a
computer with this form of artificial intelligence [25].

The field of artificial intelligence known as machine learning (ML) focuses on the creation of computer systems that are
capable of learning on their own without the need to be specifically programmed to do so. It is possible to carry out a
procedure that is either fully unsupervised, partially overseen, or monitored in its entirety [26]. The machine is given
datasets that comprise questions and answers in an environment that is considered to be supervised. The proper
response is discovered by computers through a process of trial and error [27]. Unsupervised learning is a form of
machine learning in which computers analyse incoming data without being given any answers in advance. When
applying approaches for semi-supervised learning, it is possible to learn from both labelled and unlabeled data at the
same time [28].

Deep learning is a subfield of machine learning that makes use of numerous layers of deep neural networks. These
networks are able to recognise and learn a wide variety of properties that are particular to the dataset [29]. An artificial
neuron network, often known as an ANN, is a computer model that is based on the structure and function of biological
neural networks. The feed forward neural network is the most fundamental form of an artificial neural network (ANN)
[30]. The data initially enters the system via the input nodes, then moves through the hidden layer, and finally leaves the
system via the output nodes. There is the possibility of hiding things on a variety of different levels. CNNs are a kind of
deep, feed-forward ANN that are used specifically in the context of visual image analysis. Because the network has
both convolutional and pooling layers, it can store information about how things look [31].

As a result of the high prevalence of cutaneous malignancies, an increasing percentage of people are requiring urgent
diagnosis in addition to ongoing monitoring. Greater patient self-surveillance strategies and the utilisation of decision
support tools for doctors with less experience are two strategies that can be implemented in order to reduce the demand
for specialised medical services [32]. The diagnostics carried out by machines are infallible and not influenced by their
surroundings in any way. On the other hand, human diagnosis can be prone to subjective variation and be influenced by
factors external to the patient [33]. If the appropriate restrictions are in place, the use of AI to diagnose and follow the
evolution of skin cancer could result in a reduction in the number of biopsies that are performed. After participating in a
training programme, patients diagnosed with skin cancer and the caregivers who assist them are able to perform self-
examinations (SSE) [34]. Because of this, fewer patients need to see a doctor as a direct result of the increased
prevalence of teledermoscopy.

Apps for smart phones that use AI can instruct users how to perform self-examinations of their skin and communicate
the results to a medical professional. In order to gain a better understanding of the disease, a novel machine learning
(ML) skin cancer algorithm was developed by labelling each type of skin lesion with a classification, such as benign
and malignant, and melanoma [35]. This was done in order to better predict the progression of the disease. Before being
put to the test on a new image, the deep learning algorithms are given a massive amount of training data in the form of
images. The model can be partitioned into three distinct stages. In the initial stage of the process, the algorithm is given
input in the form of digital images of macroscopic or dermoscopic objects that are labelled with the ground truth. In the
second stage of processing, convolutional layers are used to derive feature maps from the images that have been
processed. When creating a feature map, which is a visual representation of the data, several levels of abstraction are
utilised, leading to the final product [36]. The earliest convolutional layers are used when attempting to model low-level
features such as corners and edges. In order to determine the nature of the skin lesion, later convolutional layers collect
high-level input. The machine learning classifier is given the ability to differentiate between numerous kinds of skin
lesion patterns thanks to Stage 3 feature maps. An additional image can be categorised by the deep learning system at
this time [37].

So, we can conceptualise AI in a continuum between the narrow through the broad to superintelligent. The very popular
narrow form is meant to be executed on very specialised tasks. The branch of AI is referred to as ML which gives
systems the ability to carry out autonomous, data-driven, inference. In ML, deep learning employs the neural network
structures to make complex pattern analysis a possibility. On the medical front, narrow AI and particularly the machine
learning algorithms it is built on, are being leveraged to help in identification and monitoring of skin cancer and
consequently empower self-testing by patients and reduce the need to perform meaningless biopsies [38].

3. Enhanced KNN Classification Model for Automated Skin Cancer Detection

This research proposes an enhanced KNN classification algorithm in skin-cancer detection application, as discussed in
figure 2. The model is meant to enhance diagnostic accuracy with the machine-learning methods identifying skin
lesions using digital images. Skin cancer especially melanoma is one of the most aggressive and common type of cancer
globally, and early diagnosis significantly increases the survival chances. However, the existence of visual similarities
between benign and malign lesions makes it quite challenging to get the correct diagnosis. The traditional methods of
clinical diagnosis like biopsy poses serious invasiveness and requires significant clinical skills. A quick fix is thus
required to provide non-invasive systems of diagnostic efficiency to enable clinicians in the precise and timely
diagnosis of skin cancer. The proposed model also encompasses five consecutive components, i.e., data acquisition,
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preprocessing, feature extraction, classification, and evaluation, in the goal of providing the maximum precision in skin-
cancer classification based on KNN.

Training
data

Feature
Extraction

NB
Classifier

Testing
data

Feature
Extraction

Evaluation

Figure 2.Working block diagram of enhanced KNN classification model in skin-cancer detection

The first stage in the proposed framework involves data acquisition where the moment requires the system to get access
to labeled dermatological skin-lesion images through available datasets. Such collections include more than 1000
images in three mutually exclusive classes benign, malignant and melanoma. The pictures are acquired by using
dermoscopic equipment, and then labeled by trained dermatologists, to ensure that the model can be trained on verified,
ground-truth data. Let X = {x1, x2, …, xn} denote the collection of n skin lesion images, with xi ​ representing the ith
image. These images would be the main input in the classification model and will form a basis of the further work. The
high-resolution formats that save images are characterized usually by retaining rich pixel-level details, which are
important in discriminating the many skin conditions.

In the process of its development, the statistical theory of the Nave Bayes classifier was utilised. According to the
classification, the result of the prediction is decided by the presence or absence of cancer features. For the purpose of
our experiment, we will be describing each tweet using a n=8-dimensional, we received from the feature extraction as in
equation (1).

X={x1,x2,x3,x4,x5,x6,x7,x8} (1)

For the images to be properly organized, we will need not just one set of categories, but two: positive and negative as in
equation (2).

C={c1,c2} (2)

The Bayesian probability for c1, c2 is as follows as in equation (3):

P ck X = P(ck)P X ck
P(X)

(3)

This is because each component of the features independently of the others, which explains why this is the case as in
equation (4).

P X Ck = n=1
8 P xn Ck� (4)

When the data has been acquired the images are then pre processed in order to make them listable to making of features
and classification. Preprocessing is a key activity that ensures simpler data and allows each observation to be
standardized to be analysed in the same way. The first step, which is the preprocessing, is the resizing of all images to a
standard size of 32 32 pixels. This resizing process ensures such that all input images are of intrinsically the same
spatial scale, which allows uniform predictive feature extraction. The algorithm is based on interpolation algorithm that
identifies noticeable characteristics of the pictures and downsizes them at the same time. After the resize, the images are
then normalized, whereby the pixel values are normalized to the range inside [0, 1] to create the scale each pixel to /
255. Such normalization can accelerate training by placing all features fed onto a similar scale. Also, the data
augmentation strategy, such as random rotation, flipping, zooming is used to artificially increase dataset size and create
variability. Out of these augmentations, those that boost model generalization by alleviating overfitting, create
additional training examples based on the original one and train on a broad variety of transformed images.

After the data preprocessing step, the algorithm goes on with the feature extraction step the step where important
features of image data are subsequently outlined to be used in further classification of image data. A necessary step,
feature extraction reduces the high-dimensional pixel values of the input to a reduced and informative statement. This
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model utilizes the developed methods, namely Histogram of Oriented Gradients and Scale-Invariant Feature Transform
as means to obtain discriminative features that can distinguish benign lesions and the malignant ones. Such models
include statistical information about texture, shape and edge measures, which are both effective and necessary visual
representations for skin cancer diagnosis. Using the current model, the features extracted are fed into the KNN classifier
that uses the features in prediction. Mathematically, the feature extraction process can be expressed as a mapping
function F xi that transforms each image xi into a feature vector fi . The feature vectors f1, f2, … , fn ​ represent the
essential characteristics of each image in the dataset, where n is the total number of training samples.

This paper goes further in using the next phase of the proposed framework involving the adoption of classification,
where the KNN algorithm is adopted to label each skin lesion according to its corresponding class. KNN is a simple but
a powerful ML approach that classifies a test image to the majority of its K nearest training examples in the feature
space, as in figure 3. In order to do this, KNN calculates the Euclidean distance between the feature vector of the test
image and feature vectors of all training images, thus allowing the model to classify new skin lesions based on a visual
similarity to those previously seen. One key choice involves the choice of K which is optimised through cross-
validation.

Figure 3. Steps involved in the proposed enhanced KNN classification model for skin cancer detection

After the completion of the classification stage, the performance of the models is measured using standard criteria-
accuracy, precision, recall and F1- score. These metrics are based on the so-called confusions matrix showing the
quantities of the true positive (TP), false positive (FP), false positive (FN), and true negative (TN). Overall predictive
accuracy is assessed by accuracy, that is, the number of accurate predictions divided by the total number of predictions.
Precision and recall are the measures respectively applying to the accuracy of the classifier to draw the right positive
samples. The F1-score is a weighted average of the per elements of recall and precision, which offer a balanced measure
of both of the characteristics of exact positivity identification and coverage. Together these metrics explain the level of
calibre of the model in predicting new data, and thus prevent disappointment in the reliability and sufficiency of the
decision-making.
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4. Results and Discussions
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Figure 4. Precision of KNN Classifier-Testing
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Figure 5. Recall of KNN Classifier-Testing
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Figure 6. F1-score of KNN Classifier-Testing
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Figure 7. Precision of KNN Classifier-Training
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Figure 8. Recall of KNN Classifier-Training
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Figure 9. F1-score of KNN Classifier-Training
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Figure 10. Comparison of performance metrics among KNN, dermatologists, and ResNet models in skin cancer classification

The results, as shown in figure 4 to 10, were compared with the traditional machine learning approaches to the
assessment of the performance of the enhanced KNN classification model and deep learning models. Performance was
measured using key evaluation metrics, e.g., the accuracy, sensitivity, specificity and F1-score, as in Table 1. Empirical
performance shows that the suggested KNN model has an overall classification accuracy of 92.4 percent outperforming
the traditional models. This stands out against the performance given by dermatologists, whereby the accuracy was 89.4
percent, and deep learning models such as ResNet that had an accuracy of 81.5 percent. These results support the fact
that the KNN model is exceptionally effective since it offers a better accuracy point not only but shows that its
performance can be said to have less variability with its detection of skin cancer being successful.

Table 1. Performance metrics of KNN, dermatologists, and ResNet for skin cancer classification (%)

Metric Proposed KNNModel Dermatologists ResNet

Accuracy 92.4 89.4 81.5

Sensitivity 93.3 85 80

Specificity 92.5 88 80

F1-Score 92 87 81

Moreover, the model proved to have good classification capability especially in classifying benign and malignant
lesions which is important in early detection and efficient diagnosis. The feature extraction to identify the significant
feature representations of texture, shape and edges in the image such as using Histogram of Oriented Gradients and
Scale-Invariant Feature Transform helped in enhancing model performance.

The findings indicate that the improved KNN classification algorithm is a strong non-invasive method of skin cancer
classification and especially a melanoma. The introduction of superior feature extraction mechanisms has largely
increased the classifying ability of the model. It is especially notable that the model copied the characteristics of benign
and malignant lesions with such high accuracy. This is essential because skin cancer diagnosis usually involves visual
examination that may be subjective, and open to human fallacy.

The KNN model can achieve comparable speed of operation with much smaller computational overheads as compared
to deep learning models, such as Convolutional Neural Networks (CNN) and ResNet, which have substantial
computational requirements and also vast amount of training data. With this, the KNN model can be offered as a viable
alternative in an environment where the resources are scarce, e.g., low-cost healthcare scenario or poor access to high-
performance computing resources.

Low computation requirements and the complex simplicity of the KNN model also contribute to its applicability in real-
life clinical practice, where medical care providers might not be available to high-performance computer resources
anytime. Also, the accuracy of the model in detecting skin cancer will minimize the invasive (including biopsy)
examinations, ultimately decreasing health care costs and providing patients with better outcomes.

So, our proposed enhanced KNN classification model shows much potential in countering early-stage skin cancer
detection. It can complement the proficiency among dermatologists, help to diagnose skin cancer both correctly and on
time. Nevertheless, this research must be extended to verify the model in practice of clinical practice, evaluate the effect
of the model on clinical decisions, and possibly opportunities of implementing it on telemedicine systems to make it
available to many more users.
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5. Conclusions

The proposed KNN classification model revealed superior results in skin cancer recognition, especially melanoma, as
compared to the traditional machine learning algorithms, as well as deep learning architectures (ResNet). The proposed
KNN model had an overall accuracy of 92.4% compared to higher accuracy of dermatologists (89.4%) and deep
learning models (81.5%) using ResNet. This underlines the advantage of the model as a highly viable and effective
remedy toward skin cancer diagnosis at the early stage, because it offers a non-invasive alternative to the traditional
diagnosis of skin cancer through biopsy. The inclusion of features focusing methods like Histogram of Oriented
Gradients, Scale-Invariant Feature Transform made tremendous difference in the capabilities of the model to
discriminate between benign and malignant lesions. It will also be cheap and simple to implement the KNN algorithm at
the same time as it has low computational requirements therefore, making it very appropriate to apply the KNN
algorithm in environments that lack advanced computing infrastructure.

The findings are encouraging, and larger studies are required to confirm the model under conditions representative of
real life clinical practices such as their incorporation into telemedicine platforms and clinical processes. It is also critical
to examine clinician adoption and the role it can play in improving healthcare outcomes as wider adoption of AI-based
diagnostic tools. In the final, the suggested KNN algorithm can be used as a complement to dermatologists, as it will
promote early detection and minimize the need to conduct invasive examination through biopsies.
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